As technology advances, will accountability be a casualty?

As the application of technology increases, the accountability mandate must evolve to remain an essential part of the governance toolkit.
As digital technologies become ever more integral to the provision of financial services, firms and regulators are having to come to grips with the way technology is changing their operations and relationships with other entities in the financial ecosystem, as well as with technology’s effect on the risk environment.

Regulators and firms alike can be encouraged by the ways in which digital technologies can improve market oversight and the efficiency and effectiveness of their risk controls. But they must also be mindful of technology’s potential to increase risk and rapidly propagate adverse outcomes across the entire market landscape.

Senior managers of regulated financial institutions, in particular, are examining how they should address the fast-changing risk environment so they can satisfy expanding regulatory expectations and contribute to the safety and stability of financial markets. Regulators will require them to demonstrate that the risk controls they have put in place in their own operations, as well as those performed by third-party providers, are adequate; they also must demonstrate that they can mitigate the risk of adverse outcomes as those operations become increasingly automated.

In a recent speech, the UK Financial Conduct Authority (FCA) Chair, Charles Randell, issued a warning: “There’s also a danger that the use of technology will degrade people’s willingness to judge and intervene, because they feel that they are less personally connected to consumers and consumer outcomes — the logic of the machine has taken over from individual responsibility.”

The increase in the application of technology, together with a reduction in human intervention, therefore only emphasizes the importance of fulfilling the accountability mandate.

In this paper, we set out to explore how the more familiar ideas of accountability that have existed and evolved in the post-crisis era are now being reassessed in the wake of technological transformation. Starting with a firm’s management and control structures, we then examine the issues around innovation and deployment, and, going beyond the institution itself, in terms of relationships with vendor services and infrastructure providers.

The increase in the application of technology, together with a reduction in human intervention, therefore only emphasizes the importance of fulfilling the accountability mandate.

1 “How can we ensure that Big Data does not make us prisoners of technology?” FCA, July 2018.
Accountability regimes under review

Regulators in key jurisdictions, including Australia, Hong Kong, Singapore and the US, are following the lead of the UK Senior Managers Regime and have implemented, or are developing, regimes that seek to allocate greater individual accountability for risk, compliance and governance to senior management. Such regimes naturally include technology risk, so another trend is for specific guidelines to apply, such as those of the Hong Kong Monetary Authority (HKMA)\(^2\) and the Monetary Authority of Singapore (MAS).\(^3\) The MAS emphasizes that the “board of directors and senior management should ensure that a sound and robust technology risk management framework is established and maintained.”

Notably, the UK Prudential Regulation Authority (PRA) has defined the specific roles within regulated entities that are accountable for algorithms and specified the extent to which the boards of regulated institutions are to be held responsible for their use.\(^4\) These responsibilities include approval, testing, deployment, documentation and audit.

It is expected that a firm's governing body or, where applicable, its risk committee should set the governance framework for the firm's use of new technologies, as well as define responsibilities for approval and oversight. In practical terms, duties may be allocated or delegated based on expertise, for example, to the IT, risk and business/product development committees, but this should always be within the parameters of the overall risk management framework established by the board. The traditional three-lines-of-defense model (3LoD) is seeing a shift of risk management toward the first line, so it is essential to include accountability for use of new technology given that applications of FinTech tend to be developed more rapidly in the revenue-generating parts of a firm.

In the 2017 edition of our annual global bank management survey, EY professionals and the Institute of International Finance (IIF) observed that, although institutions have moved significant resources to the first line to support business-leader accountability, the tougher challenge is in making the new model effective and efficient. Much of that challenge lies in the introduction of new technology and the corresponding need to develop a new control framework and communicate clearly its operation and oversight. “Regulators and boards will want strong evidence that risk management and controls remain robust ... they will want to know risk management is faster and smarter, not simply cheaper.”\(^5\)

Regulators face challenges too. They are conscious of the potential gains from innovation and want to deliver a welcoming environment, such as a sandbox, while being cognizant of the potential risks. However, their closer involvement in assessing part of a firm's business model in the sandbox raises the question of the extent to which they could subsequently take supervisory or enforcement action related to activities previously tested. Holding a firm accountable could be more difficult if the feedback received in a testing environment were highly positive, akin to approval, or felt like advice or guidance from the regulator to the firm.


Black box or black hole?

A robust technology risk management framework may deliver the necessary governance structure, but at the level of individual processes and applications, there are still significant challenges. The workings of the most advanced decision-making technologies are anything but transparent, and even experts are challenged to understand the logic governing some machine-generated decisions.

Regulators are now including requirements to deliver accountability in the first phase of rulemaking addressing the digital agenda. Article 22 of the EU General Data Protection Regulation (GDPR) contains a “right to an explanation” provision. This provision gives an individual, when they have been subject to fully automated decision-making (and where the outcome has a significant impact on them), the right to ask for an explanation as to how that decision was reached or to ask for a human to make the decision. This would appear to create an immediate problem for black box, artificial intelligence and machine learning technology, since transparency and explainability still remain difficult to achieve.

In its 2018 paper on machine learning models, the Future of Privacy Forum explained how the 3LoD model could be applied to help address the issue of explainability, i.e., by using specialist personnel in key roles across the 3LoD to take responsibility for data, applying subject-matter expertise and, most crucially for accountability, delivering robust challenge and validation disciplines. In an environment where machines are increasingly developing themselves, the oversight challenge for management becomes exponentially more difficult; therefore, the evolution of the skill set in the 3LoD seems inevitable.

New recruits to the 3LoD:

- **Data owners:** responsible for the data used by the models; often referred to as “database administrators,” “data engineers” or “data stewards”
- **Data scientists:** create and maintain models
- **Domain experts:** possess subject-matter expertise about the problem the model is being used to solve; also known as “business owners”
- ** Validators:** review and approve the work created by both data owners and data scientists, with a focus on technical accuracy; oftentimes, validators are data scientists who are not associated with the specific model or project at hand
- **Governance personnel:** review and approve the work created by both data owners and data scientists, with a focus on legal risk

---

In the same vein, a recent EY report suggests steps firms can take to make sure that they are accountable for, and build trust into, the AI systems they deploy. Institutions should take a holistic approach to those systems by taking into consideration not just their business and technological implications, but also their broader ethical, social, environmental and regulatory impacts – and should do so across their life cycles, from design to implementation, and to continuous monitoring as the systems themselves learn and evolve. The explainability requirement is central to this approach because it requires that firms have a strong grasp of how the system functions and evolves, as well as clearly defined lines of accountability. Leading tactics that institutions are using to achieve this level of accountability for AI systems include putting in place robust policies and standards specific to AI development, using validation tools, conducting regular inventories and commissioning independent audits to confirm all AI algorithms are properly governed and perform as intended.

For financial market participants, this may be a significant step up in terms of the level of rigorous analysis being applied, especially in business areas. However, it seems necessary and even inevitable to enable proper demonstration of the key elements of accountability for technological transformation: data assessment, rigorous monitoring, sophisticated back testing, exposure of bias and evaluation of trade-offs between explainability and accuracy.

In an environment where machines are increasingly developing themselves, the oversight challenge for management becomes exponentially more difficult; therefore, the evolution of the skill set in the 3LoD seems inevitable.

7 “How do you teach AI the value of trust?” EYGM Limited, September 2018.
Reassessing third-party relationships

Senior managers are reviewing their relationships with third-party providers and scouring service contracts to verify that the third party’s obligations are clearly defined and that third parties demonstrate that their operations have appropriate risk controls and governance in place. In many cases, financial services institutions are requiring vendors to allow audit firms to objectively validate – via SSAE 16 audits and resulting SOC1 reports, for example – that the vendors are in compliance with their risk-control obligations. Such reviews do not shift accountability or reputational risk, which in all cases resides with the regulated entity, but they help ensure that financial firms will deploy robust due diligence, ongoing monitoring and “right of audit” over third-party activities to demonstrate adequate oversight and effective risk management.

Regulators themselves are working to gather information about the connectivity among different financial institutions, as well as about their overall exposure to specific sectors, geographies and individual institutions, and, in particular, in testing more rigorously how interconnectedness works in a crisis or addresses failure of one part of a chain. The upcoming implementation of the operational continuity in resolution (OCIR) requirements in the UK marks the first delivery among global supervisors of previously issued guidance of the Financial Stability Board (FSB). For this effort to succeed in exposing and managing systemic risks, key players in the marketplace will need to invest in documenting core processes from end to end, especially when they cross institutional boundaries. Doing so will enable regulators to define accountability for specific process components and show clearly where and when the handoffs between institutions occur. Although such mapping can be an onerous task, many senior leaders have discovered the value of closely monitoring the process risks for which they or their firms are accountable and determining how information needs to be shared with other players in the process chain, as well as with regulators.

In the meantime, regulators are recognizing the need to update the existing requirements applying to regulated outsourcing institutions. In its recent report on innovation in the financial sector, the US Treasury made a number of recommendations, including “… setting clear and appropriately tailored expectations for chain outsourcing … ,” while the European Banking Authority (EBA) recommendations on outsourcing to the cloud took effect on July 1, 2018.

For a more detailed look at the issues arising in shared services and utilities, see the EY paper “As technology moves ahead, are utilities the upgrade you need?”

To expose and manage systemic risks, key market players will need to document core, end-to-end processes.

New systemic risks emerge

Holding management of regulated institutions accountable for their own and their vendors’ operations is not in itself a comprehensive defense against systemic risk. Consider how cloud services, in a short span of time, have become deeply embedded in the financial services infrastructure. Regulated entities may be accountable for data breaches or service outages at their cloud provider, but holding a senior manager personally accountable for the failure does little to mitigate systemic risk or financial losses.

Recognizing these challenges, regulators are looking more closely at risks across the sector. In the UK, the Bank of England (BoE), PRA and FCA are consulting on how to improve the operational resilience of firms and financial market infrastructures, including how they would respond in the event of systemically significant failures. In Europe, the EBA has launched a consultation seeking to update and harmonize outsourcing guidelines across the EU. The authority proposes that firms maintain a register of all outsourcing arrangements and submit to regulators more comprehensive information on the outsourcing of critical functions to identify concentrations on a market level along with an overriding obligation on the management body to establish an appropriate framework for outsourcing.

Regulators are also considering whether the scale of operations that are outsourced to the cloud and/or onward via chain outsourcing has reached the point where the zone of accountability needs to be extended to include infrastructure providers. Some market observers are asking whether regulators should require key infrastructure providers to at least disclose their business continuity plans and maintain a prescribed level of operational capital, as is the case for firms inside the regulatory perimeter. Legislation aimed at various aspects of data protection and data sharing, such as the EU GDPR and the US Clarifying Lawful Use of Overseas Data (CLOUD) Act, already impose obligations on remote computing and cloud storage services. Regulators in some jurisdictions, including the Office of the Comptroller of the Currency (OCC) in the US and the Commission de Surveillance du Secteur Financier (CSSF) in Luxembourg, have in their charters the authority to regulate non-financial infrastructure providers but to date have not exercised that authority.

Regardless of whether the regulatory perimeter is extended, however, the obligation is on senior financial services managers to demonstrate that they have comprehensive knowledge of their business processes and understand which process components with their associated risks remain directly under their control and which risks are under the day-to-day control of another organization or a decision-making algorithm.

Summing up

Senior managers are reviewing their relationships. The accountability obligation is “technology-neutral”; whether in the case of a dealer using the latest trading algorithm or a stockbroker stacking buy and sell orders on the desk, the obligation to achieve proper customer outcomes — such as achieving best execution or making an appropriate investment recommendation — still applies, and executives are still accountable for compliance with those requirements.

But assessing that compliance requires a new toolkit. Traditional lines of reporting, sign-off, approval committees and the like must be enhanced, and new structures are needed to deal with digital transformation. We see several key areas where accountability can be enhanced.

Governance, risk and controls: setting the framework for the use of new technologies — Risk frameworks need to go beyond governance, approval, oversight and monitoring. As machines increasingly take on decision-making roles, accountability for adverse outcomes needs to be clarified and documented. So, too, do approaches to investigating adverse events and communicating the lessons learned from them. As technology drives lightning-fast processes with errors potentially occurring at a similar rate, it is vital that the response mechanisms can keep up.

Risk transformation: making sure that accountability is embedded in risk control improvements in the 3LoD model — In last year’s risk survey,¹⁴ EY professionals and the IIF showed that the industry is on a post-crisis risk management journey and has entered a phase of rationalization leading to reinvention, where success in dealing with technological transformation will be a major goal. The survey highlighted several key areas that also make a crucial contribution to the accountability obligation:

- Embedding balanced risk-taking and risk discipline into businesses
- A digital transformation of risk management; enabling risk management through automation, machine learning and artificial intelligence
- The 3LoD model; developing its operation and roles

Enterprise protection: documenting responsibilities and implementing contingency planning across outsourced activities — Regulators are not yet inclined to be prescriptive about the specific contractual arrangements between an institution and its service providers, but that may change if problems arise from service-level agreements that are incomplete or poorly enforced, especially if such issues become systemic. Comprehensive documentation that clearly allocates responsibility is not only good practice, but essential, and the latest EBA guidelines recommend that such records be available to the regulator.¹⁵

Also, institutions may give extended consideration to an outsourcing but may not pay enough attention to a change or exit strategy. This must not be underestimated, given evolving outsourcing models and arising complexities involving the use of technology (cloud, analytics, data lakes, etc.).

Technology disrupters: applying technology to enhance accountability – Maybe the technology itself can help to deliver a greater level of accountability than has been embedded in systems and processes up until now. In a recent speech, the Managing Director of the MAS, Ravi Menon, acknowledged that “Cloud computing has considerably enhanced risk management. Risk assessments are now more comprehensive, more granular and more real-time.”

There are opportunities that could be explored, resources permitting. For example, in a recent market study, the UK FCA concluded that many “direct-to-consumer” (D2C) investment platforms lack effective best-execution monitoring and thus raise the prospect of noncompliance with basic investor protections. It would seem that the integration, if possible, of enhanced monitoring capability could strengthen the integrity of the platform and help management demonstrate greater oversight of the product and how it reinforces positive outcomes for customers. In cases such as this, the tangible cost of development may well be outweighed by the less-tangible benefit of more demonstrable product accountability together with future fines for rule breaches being avoided.

Traditional lines of reporting, sign-off, approval committees and the like must be enhanced, and new structures are needed to deal with digital transformation. We see several key areas where accountability can be enhanced.

Conclusion

The technological agenda has an unavoidable impact on the operating model and governance of the firm; the two are interconnected. Whatever response a firm makes to technological transformation, it must build in appropriate accountability, starting from the board and executive management and extending outward to:

1. Risk management and 3LoD
2. Deployment of machines, bots and black boxes
3. Relations with third-party providers
4. The cloud infrastructure
5. Customers and the public
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